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Abstract – This paper emphasizes the advantage to use the operational notation for modular arithmetic which we proposed, using additional definition and formulas. The domain of the operators is not the set of the integers or the polynomials but the set of the real numbers or the z-transform of the right-sided sequences.
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INTRODUCTION

Modular arithmetic\textsuperscript{1} has been used in many fields of information science and signal processing, as cyclic codes\textsuperscript{2}, exponentiation-based cryptography\textsuperscript{3}, number theoretic filters\textsuperscript{4}, etc. Although computation in modular arithmetic is rather simple, it is not easy for beginners to understand underlying principles. Then we proposed operational notation and showed computation examples\textsuperscript{5}.

In our prior paper we tried to show as many examples as possible, we cannot explain the reason why we emphasize such notation is preferable for beginners compared with traditional notation, which is described in this paper.

OPERATIONAL NOTATION

Consider the following simpler example of Chinese remainder theorem.

\[ |k|_{15} = \left| 10|k|_3 + 6|k|_5 \right|_{15} \]  \hspace{1cm} (1)

where \( |k|_n = k \mod n \). It is easy for students to confirm this identity for given values of \( k \) such as \( k = 7, 50, -13 \).

However most of them may say, “It seems to be true, but why is it true for each \( k \)?” Our notation is as follows.

Let \( \Gamma x \) be the maximum integer not greater than \( x \), and \( \Delta x = x - \Gamma x \). Then

\[ 50 = 3 \times 16 + 2 \]

is expressed as

\[ 50 = 3\Gamma \frac{50}{3} + 3\Delta \frac{50}{3} \].

Similarly

\[ |k|_n = n\Delta \frac{k}{n} \]  \hspace{1cm} (2)

and hence

\[ 15\Delta \frac{1}{15} \left( 10 \cdot 3\Delta \frac{k}{3} + 6 \cdot 5\Delta \frac{k}{5} \right) \]

\[ = 15\Delta \left( 2\Delta \frac{k}{3} + 2\Delta \frac{k}{5} \right) \]

\[ = 15\Delta \left( 2 \cdot \frac{k}{3} - 2\Gamma \frac{k}{3} + 2 \cdot \frac{k}{3} - 2\Gamma \frac{k}{5} \right) \]

\[ = 15\Delta \frac{1}{15} \left( 2 \cdot 5 + 2 \cdot 3 \right) k \]

\[ = 15\Delta \left( \frac{k}{15} + k \right) \]  \hspace{1cm} (3)

Probably, no student will say “Why?” A more helpful expression to find a proof of Chinese remainder theorem is

\[ |k|_{15} = \left| 5|k|_3^{-1} |k|_3 + 3|k|_5^{-1} |k|_5 \right|_{15} \]  \hspace{1cm} (4)

or

\[ \Delta \frac{k}{15} = \Delta \frac{1}{15} \left( 5(\nabla_3 5)3\Delta \frac{k}{3} + 3(\nabla_5 3)5\Delta \frac{k}{5} \right) \]

\[ = \Delta \frac{1}{15} \left( 5\nabla_3 5 + 3\nabla_5 3 \right) \]  \hspace{1cm} (5)

where \( \nabla_n k = |k|_n^{-1} \) denotes the integer \( m \) such that

\[ mk|_n = 1 \]  \hspace{1cm} (0 \leq m < n)

Let \( f(k) = 5|k|_3^{-1} |k|_3 + 3|k|_5^{-1} |k|_5 \). In application to

(a) If \( |f(1)|_{15} = |f(1)|_{15} = 1 \), then \( |f(1)|_{15} = 1 \).

(b) If \( |f(1)|_{15} = 1 \) and \( f(k) = f(1)k \), then \( |f(k)|_{15} = |k|_{15} \).

\[ \nabla_n \]  \hspace{1cm} (5) is preferable to \( (4) \), because an equation

\[ |(i|k|_3 + j|k|_5)|_{15} = |(i + j)|k|_{15} \]

may not be true in general. The advantage to use \( \nabla \) is based on its domain which is not the set of the integers \( \mathbb{Z} \) but the set of the real numbers \( \mathbb{R} \) as shown in \( (3) \). Remark the domain of \( \nabla_n \) is not \( \mathbb{R} \) but \( \mathbb{Z} \), and \( \nabla_n k \) is the number such that
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Operational notation is useful for precise and brief expression as mentioned in our prior paper. To emphasize this fact, we show a revised derivation of Hayashi’s theorem [3].

\[
|k|_n = n\Delta \left( n + 1 \right) \left( n + 2 \right) \left( \frac{k}{n + 1} - \frac{k}{n + 2} \right)
\]

\[
= n\Delta \left( \frac{n + 2}{n} |k|_{n+1} \right)
- \frac{n + 1}{n} \frac{m}{n} \left( n + 1 \right) \left( n + 2 \right)
\]

\[
= \left( 2 |k|_{n+1} - |k|_{n+2} + 2m \right)
\]

where \( m = \frac{k}{n + 1} - \frac{k}{n + 2} \).

**FORMULAS**

In this section, we show several formulas and an effective example of modular arithmetic for polynomials. Although the coefficient field can be the set of the real numbers [5], we assume that every coefficient is either 0 or 1 hereafter.

Let \( \Omega_n \) be the set of the two-sided \( z \)-transform of right-sided sequences such that

\[
\Omega_n = \left\{ \sum_{k=n}^{\infty} x_k z^{-k} ; x_k \in \{0, 1\} \right\}
\]

and \( \Gamma \) and \( \Delta \) be operators defined by

\[
\Gamma \left( \sum_{k=n}^{\infty} x_k z^{-k} \right) = \sum_{k=n}^{0} x_k z^{-k}
\]

\[
\Delta X(z) = X(z) - \Gamma X(z)
\]

where \( X(z) \in \Omega_n \) and \( n \) may be negative. When \( X(z) \) is in \( \Omega_0 \), \( X(z) \) is said to be causal. It is easy to prove

\[
X(z) + X(z) = 0
\]

\[
\Delta 0 = \Delta 1 = 0
\]

\[
\Delta \left\{ X(z) + \Gamma Y(z) \right\} = \Delta X(z)
\]

\[
\Delta X(z) \Gamma Y(z) = \Delta \left\{ \Delta X(z) \right\} \Gamma Y(z)
\]

where \( \Delta X(z) \Gamma Y(z) = \Delta \left\{ X(z) \Gamma Y(z) \right\} \). From (9) to (12), primitive relations \( \Delta \Gamma = 0 \) and \( \Delta \Delta = \Delta \) are obtained without using (8).

As shown in our prior paper a delayed word of a cyclic code generated by \( G(z) \) is \( G(z) \) is expressed as

\[
z^{-m}W(z) = z^{-m} \left\{ z^{-m} X(z) + G(z) \Delta \frac{z^{-m} X(z)}{G(z)} \right\}
\]

A simple implementation of the delayed remainder

\[
z^{-m} \left\{ z^{-m} \left\{ z^{-m} X(z) \right\} \right\} = z^{-m} G(z) \Delta \frac{X(z)}{z^{-m} G(z)}
\]

is shown in Fig.1. It is well known that the same output can be obtained by the circuit shown in Fig.2, which suggests a generalized transfer function like

\[
\frac{1}{1 + (1 + z^{-m} G(z)) \Gamma}
\]

**CONCLUSION**

Properties of modular arithmetic are explained from the view point of signal processing using operational notation which is easy for beginners to apply to practical problems.
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